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Abstract: This study evaluates the malleability of adults’ perception of probabilistic phonotactic (biphone) probabilities, build-
ing on a body of literature on statistical phonotactic learning. It was first replicated that listeners categorize phonetic continua
as sounds that create higher-probability sequences in their native language. Listeners were also exposed to skewed distribu-
tions of biphone contexts, which resulted in the enhancement or reversal of these effects. Thus, listeners dynamically update
biphone probabilities (BPs) and bring this to bear on perception of ambiguous acoustic information. These effects can over-
ride long-term BP effects rooted in native language experience. VC 2023 Author(s). All article content, except where otherwise noted, is
licensed under a Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

A central property of speech perception is context-sensitivity, such as sensitivity to sound patterns in words (e.g., Luce
and Pisoni, 1998). Speech perception is also highly adaptable: adults can learn many novel contingencies based on short-
term experience. These include novel syllable sequencing restrictions (e.g., Saffran et al., 1996), segment sequencing restric-
tions (e.g., Warker and Dell, 2006) cue distributions (e.g., Clayards et al., 2008), and co-occurrence patterns between two
acoustics cues (e.g., Schertz and Clare, 2020). Additionally, adults’ perception of acoustic cues can be modified as a result
of short-term experience with altered distributions of lexical or sentential contexts (e.g., Bushong and Jaeger, 2019; Norris
et al., 2003). Context effects such as these and the extent to which listeners learn from context provide a window into how
and when listeners dynamically update hypotheses about what they are hearing. In this study, we evaluate the extent to
which altering the distribution of phonological (segmental) contexts in which a sound occurs alters adults’ perception of
ambiguous acoustic information, testing if and how learning for segmental context co-occurrences is flexible.

Perhaps the most well-known context effect in the speech perception literature is the Ganong effect: listeners are
biased to categorize ambiguous segments from word-nonword continua to create words (e.g., Ganong, 1980). For example,
listeners are biased to perceive ambiguous voice onset time (VOT) values as /g/ in the frame _ift, creating the word “gift”
(not the nonword “kift”). Likewise, in the frame _iss, listeners are biased to hear the same ambiguous stimuli as /k/, creat-
ing the word “kiss” (not “giss”). Adult listeners’ categorization of ambiguous segments is also biased by the preceding and
following context above the level of the word. Listeners are more likely to identify stimuli from a tent-dent continuum as /
t/ when the target words are embedded in a sentence like “When the _ent in the forest was well camouflaged….” compared
to a sentence like “When the _ent in the fender was well camouflaged….” (Connine et al., 1991; see also Borsky et al.,
1998; Bushong, 2020). Most relevant to the present study, phonetic categorization is also biased by the preceding and fol-
lowing sub-lexical context: listeners categorize ambiguous acoustic information to create segment sequences that are more
likely in their native language (Pitt and McQueen, 1998; Steffman and Sundara, 2023).

Importantly, the extent to which listeners rely on or weight contextual information is not static. Instead, it can
be updated, reflecting an adaptive perceptual system is modified by short-term exposure. A well-studied case of exposure
altering lexical context-based effects is lexically guided perceptual retuning (e.g., Cummings and Theodore, 2022; Norris
et al., 2003; Samuel and Kraljic, 2009). In the classic example, during exposure, listeners hear a sound ambiguous between
[f] and [s] in words where only one segment creates a word, e.g., bookshel[?] for /f/. After this exposure phase, listeners’
perceptual boundaries are shifted: ambiguous stimuli are more likely to be perceived as the phoneme that created a word
during the exposure phase (although these effects diminish with repeated categorization of postexposure stimuli; Liu and
Jaeger, 2018). Exposure has also been shown to alter context effects at the sentence level (Bushong and Jaeger, 2019).
Bushong and Jaeger (2019) demonstrate that phonetic categorization of ambiguous segments can be altered as a function
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of the co-occurrence probabilities between a given step on a stop voicing (VOT) continuum from /t/ to /d/ and semantic
context (of the sort in Connine, 1987). Typically, as in Connine (1987), each continuum step is presented an equal number
of times in each context. We refer to this as a “flat” distribution. Bushong and Jaeger (2019) created a second condition in
which listeners were presented with more contexts that favored /t/ with longer, more /t/-like, VOT. Similarly, contexts which
favored /d/ appeared more often with shorter, more /d/-like, VOT. This distributional manipulation enhanced the context
effect, even for ambiguous stimuli on the continuum which were presented an equal number of times in each context. In this
paper, we evaluated whether adults are able to update sub-lexical context effects in perception of phonetic cues given short-
term exposure in the laboratory, and using a manipulation similar to the one in Bushong and Jaeger (2019).

Research from a variety of domains shows that adults can learn novel sub-lexical regularities with short-term
exposure. Phonotactic learning is well documented in speech error research, where speakers produce speech errors which
respect phonotactic constraints that have been learned in the laboratory (e.g., Warker and Dell, 2006, 2015), whether these
constraints are categorical (Taylor and Houghton 2005; Warker, 2013) or gradient/probabalistic (Goldrick and Larson,
2008). In the domain of speech perception, there is also some evidence that short-term exposure can modify adults’ per-
ception of sub-lexical regularities in their native language. For example, Cutler et al. (2008) provide some preliminary evi-
dence that adults may update categorical sub-lexical (phonotactic) context effects in the perception of ambiguous acoustic
information. In an exposure phase, listeners heard a sound which was ambiguous between [f] and [s] in nonword frames
in which it either preceded /n/ or /r/. In English, /sn/ is a licit sequence but /fn/ is not. Similarly, /fr/ is a licit sequence
and /sr/ is not. Listeners used this sub-lexical information to retune their perception of an ambiguous stimulus: they were
biased to categorize the stimulus as the segment that creates a licit sequence in English.

Our approach is similar to the one taken by Cutler et al. (2008), although, unlike them, we explore graded
variation in co-occurrence probability. We experimentally manipulated distributional information to alter segment co-occurrence
probabilities. The distributional manipulation preceded or followed the ambiguous segment and either enhanced or overrode
English segment co-occurrence probabilities.

2. Methods

All data, models, model summaries, and code for analysis can be found hosted on the Open Science Framework (OSF).1

2.1 Stimuli

Phonological (sequential) co-occurrences are often measured using biphone probabilities (BPs): the probability that two
phones occur in sequence. This is often computed over a lexicon, representing what listeners know about a particular lan-
guage. We used two continua, referred to as CV (continuum 1) and VC (continuum 2), to manipulate BP in a two-phone
sequence. Table 1 shows BPs for these sequences, computed using two measures, the KU phonotactic probability calculator
(Vitevitch and Luce, 2004) and the UCI phonotactic probability calculator (Mayer et al., 2022). These stimuli were also
designed to control for neighborhood density (shown in Table 1) with words that have previously been rated as familiar
(Nusbaum et al., 1984). Neighborhood density and BP measurements were computed with the KU phonotactic probability
calculator and KU neighborhood density calculator (Vitevitch and Luce, 2004). For the UCI phonotactic probability calcu-
lator (Mayer et al., 2022), we computed measures with the Carnegie Mellon University Pronouncing Dictionary corpus
(Weide, 1998) by using the version of the dictionary which contains words with frequencies of at least one in the CELEX
database (Baayen et al., 1995). These methods are the same as those in Steffman and Sundara (2023), and the reader is
referred to that paper and the references therein for more details. Table 1 shows the computed BP values, as well as the
continuum bias: the BP of one end point of the continuum subtracted from the other. The direction of bias differences
across consonant frames were consistent across both measures. For the CV continuum, BP favors /ˆ/. As depicted in
Table 1, using the KU calculator, the C1V2 portion of the /tUvip/ � /tˆvip/ continuum exhibited an /ˆ/ bias (0.0009), cal-
culated by subtracting the BP for the critical biphone in the /U/ end point from the BP in the /ˆ/ end point. The /sUvip/
� /sˆvip/ continuum has an /ˆ/ bias as well (0.0056). When considering the effect of manipulating BP, the relevant metric
is the difference in biases for the two initial consonants. This relative bias value (0.0045) indicates that the /ˆ/ bias in the
/sUvip/ � /sˆvip/ continuum is greater than the /ˆ/ bias in the /tUvip/ � /tˆvip/. For the VC continuum, a following /v/
favors perception of /E/, whereas a following /b/ creates a higher BP sequence with a preceding /ae/. Based on long-term
exposure to English, we thus predict that listeners should provide relatively more /ˆ/ responses with a preceding /s/ in the
CV continuum and relatively more /E/ responses with a following /v/ in the VC continuum. Note that the CV continuum
has a larger bias difference by both metrics than the VC continuum. This predicts a larger effect of BP for perception of
this continuum, although a direct comparison across both continua is difficult because they range between different vowel
endpoints and are acoustically different.

The stimuli were recorded by a female speaker of American English in a sound-attenuated booth using a Shure
SM81 Condenser Handheld Microphone and Pop Filter (Niles, IL) with a sampling rate of 44.1 kHz (32 bit). Then, the
vowel continuum was resynthesized using a Praat script (Winn, 2016), which implemented linear predictive coding (LPC)-
based formant resynthesis and varied F1, F2, and F3 in ten equidistant Bark-spaced steps between the two endpoints. BP-
manipulating consonants were cross-spliced from a production in which they preceded or followed the vowel that would
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predict the opposite of the BP effect, ensuring that any possible traces of vowel information in the consonant would not
present a confound (e.g., /t/ from a pre-/ˆ/ context and /s/ from a pre-/U/ context for the CV continuum). We used the
same stimulus creation approach as in Steffman and Sundara (2023), which the reader is referred to for more information
on the technique. Stimuli are available on the OSF repository.

2.2 Distributional manipulation

The distributional manipulation is visualized in Fig. 1(A). As in Bushong and Jaeger (2019), we varied the pairing of each
continuum step with consonant frames. In the flat distributional condition, each continuum step was presented 10 times
in each consonant frame (10 steps � 10 reps � 2 frames¼ 200 trials). The distributions of continuum steps 4–7 were
identical in the flat, enhancing, and reversed conditions; the crucial difference was in how often listeners heard the steps
closest to the continuum end points. In the enhancing condition [middle section of Fig. 1(A)], listeners never heard the
low probability BP sequence (/tˆvip/ or /mEb/) with the /ˆ/ or /E/ endpoints. Taking /ˆ/ and /E/ as step 1 on each contin-
uum, this resulted in the following number of presentations of the “high BP” frame (/sV/ and /Vv/ in the CV and VC
continuum, respectively): steps 1 and 2, 20 presentations; step 3, 15 presentations; step 4–7, 10 presentations; step 8, 5 pre-
sentations; steps 9 and 10, 0 presentations for a total of 200 trials). This is shown in terms of proportions in Fig. 1(A) for
the enhancing distribution. In the reversed distribution [rightmost section of Fig. 1(A)], the pairings of frames and contin-
uum steps were reversed such that now a frame and step pairing which has lower BP appeared most often with the /ˆ/ or
/E/ endpoints. In this condition, the distributional co-occurrence properties in the stimuli crucially conflict with the long-
term BP effects in English.

2.3 Participants and procedure

We used a between-subjects design to test the effect of the distributional manipulation. For each of the 2 continua and 3
distributional manipulations, we recruited 36 participants (36� 6¼ 216 participants total). The data were not inspected or
analyzed until all participants had completed the experiment. Each participant was a self-reported native American English
speaker with normal hearing and vision. Participants were students at a large North American university and received
course credit for participation. All provided informed consent. The experiment was implemented in Labvanced (Finger
et al., 2017), and participants chose between one of two vowels after hearing a nonword. Only the vowel continuum end-
points were presented as visual choices during a trial, not the whole word. For the CV continuum (/U/ � /ˆ/), the choices
were orthographic representations OO and UH; for the VC continuum (/ae/ � /E/), the choices were A and E. The instruc-
tions preceding the experiment gave examples of real words with target vowels to familiarize participants with the labels,
and there were four practice trials in which each continuum end point was presented once in each consonant frame.

2.4 Analysis

Data were analyzed using Bayesian mixed-effect logistic regression implemented with brms (B€urkner 2017). Because we
are not interested in comparing effects across continua, we analyzed each continuum separately. The analysis approach
was based on that in Steffman and Sundara (2023), although analysis protocols were not preregistered. Binary responses

Table 1. BP and ND (neighborhood density) are displayed for the two continua. See the text for details.

BP (KU) BP (UCI) ND (KU)

Continuum 1: CV C1V2 CVCVC CVCVC
/tUvip/ 0.0005 0.0021 0
/tˆvip/ 0.0014 0.0065 0
Bias (positive¼ /ˆ/) 0.0009 0.0044 0
/sUvip/ 0.0003 0.0020 0
/sˆvip/ 0.0059 0.0160 0
Bias (positive¼ /ˆ/) 0.0056 0.0140 0
Bias difference 0.0045 0.0096 Matched
Continuum 2: VC V2C3 CVC CVC
/maeb/ 0.0026 0.0104 29.54
/mEb/ 0.0007 0.0063 17.96
Bias (positive¼ /E/) �0.0019 �0.0041 �11.58
/maev/ 0.0019 0.0100 30.25

/mEv/ 0.0026 0.0084 17.37
Bias (positive¼ /E/) 0.007 �0.0016 �12.88
Bias difference 0.0026 0.0025 Matched
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were predicted as a function of the consonant frame, continuum step, distributional condition, and all interactions.
Consonant frame was coded with two levels (/s/ and /v/ mapped to 0.5, and /t/ and /b/ mapped to –0.5 for the CV and
VC continuum, respectively). Continuum step was coded as continuous and centered. We included two terms for the con-
tinuum: a Gelman-scaled linear term (Gelman, 2008) and a quadratic term (the quadratic term enabling the model to cap-
ture a potentially larger effect of the consonant frame in the middle ambiguous region of the continuum when interacted
with the frame variable). In coding the distributional manipulation, we used one unit sliding difference coding, which
allowed the comparison of (1) the enhancing distribution versus the flat distribution, and (2) the flat distribution versus
the reversed distribution. Our crucial interest given this coding scheme is the interaction term between consonant frame

Fig. 1. (A) Visualization of the distributional conditions (see the text). (B) and (C) Model fits for categorization across the continua (x axis)
with responses on the y axis (/ˆ/ for the CV continuum and /E/ for the VC continuum); ribbons show 95% CrI from the model. (D) and (E)
Responses aggregated across steps 4–7 (which did not vary based on distributional condition), split by consonant frame. Lighter points
show individual participants’ responses while darker points show group means computed from the raw data, where 95% CIs are shown as
error bars.
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and distributional condition terms. For the comparison between enhanced versus flat distributions, a credible interaction
with consonant frame would indicate that the effect of consonant frame differs between these two conditions as predicted
if listeners are sensitive to the distributional manipulation. Likewise, for the term comparing flat versus reversed distribu-
tions, a credible interaction would indicate that the consonant frame effect differed between these two conditions. These
interactions will be our focus in reporting the results. Random effects included by-participant intercepts and slopes for
continuum step terms, consonant frame, and their interaction (excluding the distributional manipulation as it was not
within participant). Weakly informative priors (student t priors with three degrees of freedom centered on zero: stu-
dent_t(3,0,2.5) were used for the intercept and fixed effects. The random effect standard deviation (sd) priors were kept at
the default half student t priors (with, otherwise, the same parameters as for fixed effect priors). Priors for random effect
correlation were the default LKJ(1) priors. In the results, we report the median for an estimate’s posterior and 95% credi-
ble intervals (CrI). When the CrI excludes the value of zero, this is taken as compelling evidence for an effect. We also
report the probability of direction (pd), computed using the R package bayestestR (Makowski et al., 2019), which gives the
percentage of a posterior distribution with a given sign. When 95% CrI exclude zero, pd> 97.5%.

3. Results

Categorization across the continua is presented in Figs. 1(B) and 1(C) (CV continuum and VC continuum, respectively)
with vowel responses on the y axis, split by consonant frame (line coloration) and distributional condition (panels). In
Figs. 1(D) and 1(E) (CV continuum and VC continuum, respectively) the effects are collapsed across the continuum, plot-
ting just the effect of the consonant frame at steps 4–7 of the continuum, which were presented an equal number of times
in each distributional condition. The interactions of interest between the distributional manipulation and consonant frame
were credible for the comparison of enhancing versus flat (CV continuum, b̂¼ –1.11, 95CrI¼ [–1.80,–0.42], pd¼ 100; VC
continuum, b̂¼ –0.86, 95CrI¼ [–1.34,–0.39], pd¼ 100) and the comparison of flat versus reversed (CV continuum,
b̂¼ –1.86, 95CrI¼ [–2.57,–1.17], pd¼ 100; VC continuum, b̂¼ –1.32, 95CrI¼ [–1.79,–0.85], pd¼ 100).

To further examine the interactions, we used emmeans (Lenth, 2021) to extract marginal estimates of the conso-
nant frame effects in each distribution condition. For both continua, there was a credible effect of the consonant frame in
the flat condition whereby /s/ favored perception of /ˆ/ in the CV continuum (b̂¼ 0.49, 95CrI¼ [0.02,0.98], pd¼ 98) and
/v/ favored perception of /E/ in the VC continuum (b̂¼ 0.44, 95CrI¼ [0.13,0.79], pd¼ 100), replicating the effects in
Steffman and Sundara (2023). The effect showed the same directionality in the enhancing condition, although it was larger
in magnitude (CV continuum, b̂¼ 1.61, 95CrI¼ [1.09,2.10], pd¼ 100; VC continuum, b̂¼ 1.30, 95CrI¼ [0.97,1.65],
pd¼ 100). The consonant frame effect was also credible in the reversed condition, however, the directionality was reversed
(CV continuum, b̂¼ –1.38, 95CrI¼ [–1.88,–0.85], pd¼ 100; VC continuum, b̂¼ –0.87, 95CrI¼ [–1.21,–0.54], pd¼ 100).
In summary, we found a credible effect of the BP-manipulating frame in each of the distributional conditions, where the
effect in the enhancing condition is larger than that in the flat condition, and the reversed condition shows a total reversal
of the effect.

4. Discussion

We tested whether listeners update their use of BP information on the basis of laboratory exposure to a skewed distribu-
tion of contexts. First, we replicated previously attested long-term BP effects, that is, those based on experience with
English. We then showed that with 10–15min of short-term exposure, BP effects from native language experience can be
credibly boosted or completely overridden. Notably, listeners generalized these effects across continuum steps whose distri-
bution was flat in all distributional conditions (steps 4–7). Further, these effects were observed whether the critical context
preceded (CV continuum) or followed (VC continuum) the ambiguous vowel. Whether these adaptive effects are tempo-
rary or have long-term consequences remains to be determined. Overall, our results show that adults can rapidly update
not just categorical restrictions (Cutler et al., 2008) but also gradient phonotactic probabilities based on distributional
evidence.

The effects in the enhancing condition are consistent with findings from Bushong and Jaeger (2019), where lis-
teners adapted to the changes in distribution of a following sentence context to modulate phonetic categorization. The
enhancement effect is also consistent with perceptual retuning of ambiguous segments as shown in lexically guided percep-
tual retuning experiments (a different method and experimental design than our own). Retuning occurs whether the sup-
porting lexical context precedes ambiguous segmental information (Jesse and McQueen, 2011; Charoy and Samuel, 2023)
or follows it (Charoy and Samuel, 2023; McAuliffe and Babel, 2016). The robust effects in CV and VC continua here,
thus, comport with the view that the perceptual system maintains uncertainty about fine-grained aspects of the speech sig-
nal prior to commitment to a particular percept (e.g., Bushong, 2020; McMurray et al., 2009; Samuel, 2016).

The complete reversal of long-term, native language segment co-occurrence probability effects demonstrated in
this study, however, is surprising as well as novel. In the literature on adaptation, short-term experience has, at best, been
shown to neutralize the effects of long-term experience. For example, Idemaru and Holt (2011) find that listener’s down-
weight F0 as a cue to stop voicing when its correlation with VOT (the primary cue) is reversed. However, listeners do not
reverse the F0 effect, suggesting a lingering influence of long-term experience with these cues. The present study presents
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a clearly different pattern whereby a complete reversal is achieved relatively quickly, showing that the present context
effects are more malleable than learning cue correlations that signal categories.

In this study, although we showed enhancement and reversal for the CV and VC continua, the two were not
identical in terms of effect size and shape of categorization function. Differences across continua may be due to the differ-
ent vowel contrasts tested in each, and/or to the different sizes of biases, where a larger bias difference in the CV contin-
uum may have led to greater change in the reweighting of consonant contexts and continuum acoustics (i.e., less-steep cat-
egorization functions). What remains an open question is whether qualitatively different patterns of categorization can
arise based on the same adaptive mechanism or must be modeled differently.

Xie et al. (2023) demonstrate the feasibility of evaluating mechanistic hypotheses against experimental results on
lexically guided perceptual retuning. They implement models of adaptive speech perception with three mechanisms: low-
level cue normalization, changes in linguistic category representations, or changes in decision-making biases. The authors
show, rather strikingly, that each mechanism in the model can effectively account for the empirical data. Thus, even quali-
tatively different categorization functions may result from the same mechanisms. Such an approach, as applied further to
the learning of context effects generally, and more specifically, the effects observed in this study, could be quite useful to
identify the mechanism(s) underlying the flexibility observed here.

More broadly, there is a rich literature on the kinds of information listeners can encode and update based on
distributional evidence (for a review, see Aslin and Newport, 2014). The argument goes as follows: of the multitude of sta-
tistics available in their input, human learners encode only a subset; and distributional learning experiments can help us
identify the statistics humans encode. We have shown here that adults update biphone co-occurrence restrictions and,
therefore, must encode them. If human listeners are able to update higher-order triphone probabilities in response to dis-
tributional evidence favoring it, it would provide evidence that listeners encode such higher-order probabilities (cf. discus-
sion of this point in Norris et al., 2000; Newman, 2000). Further, gradient BP effects of the sort evaluated here vary in the
degree to which they are supported by native language experience. It is possible then that because of stronger support
from native language experience, some BP effects are more resistant to manipulation from short-term exposure in the lab-
oratory. If this is correct, then effects of manipulating the distributional evidence to reverse existing BP effects can provide
a new window into the strength of listeners’ representations. The limits on learning from distributional input are also
informative to understand how humans learn about the sound system of their native language (e.g., Nevins, 2010). When
humans underlearn or overlearn from distributional data, we find evidence for biases (e.g., Moreton and Pater, 2012).
Changes in phonetic categorization in response to distributional differences in the input, thus, provide another implicit
learning paradigm for future investigations of learning biases.

In conclusion, our findings demonstrate that adults’ sensitivity to segment probability restrictions that underlie
native speakers’ knowledge of phonotactics are malleable. This malleability provides another window to evaluate models
of spoken word recognition that embody different input representations. If these learned effects can be generalized to
other tasks and/or shown to be long-term, they could be used to develop approaches to improve second language learn-
ing: tracking and updating the probabilistic co-occurrence of phones may help with adapting to a novel talker, dialect,
or language. Future work will, therefore, benefit from extending this paradigm to cross-talker and cross-language
contexts.
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